ABSTRACT
This paper addresses design space exploration for streaming applications (such as MPEG) running on multi-processor platforms with guaranteed service interconnects. In particular, we solve mapping, path selection and router configuration problems. Given the complexity of these problems, state of the art approaches in this area largely rely on greedy heuristics, which do not guarantee optimality. Our approach is based on a constraint programming formulation that combines a number of steps, sequential in classical approaches. Thus, our method has the potential of finding optimal solutions with respect to resource usage under processing and bandwidth constraints. The experimental evaluation shows that our approach is capable of exploring a range of solutions while giving the designer the opportunity to emphasize the importance of various design metrics.

1. INTRODUCTION
Modern computing systems are becoming predominantly multi-core based and this trend is even more apparent in embedded systems, required to maintain certain throughput in video and audio processing, networking and various other signal processing applications. In order to meet the computational demands of these sort of streaming applications, multiprocessor systems-on-chip (MPSoC) are often employed. A large variety of MPSoCs is currently available or under development [1,2,6], comprising different interconnect structures and computing nodes.

Streaming applications are usually modelled using dataflow graphs, with their synchronous (SDF, [13]), cyclo-static (CSDF, [3]) and dynamic (DDF, [5]) flavours. This way of modelling may exhibit the parallelism inherent in such applications, composed of modules (actors) that can run in parallel, only interacting through FIFO buffers (channels). The difficulty of design space exploration today rests in mapping these sort of applications on the hardware platform, while keeping the throughput, latency, power and/or energy constraints. Depending on the type of processing nodes running the actors, and the type of hardware interconnect implementing the channels, the performance of an application may widely vary with the mapping. Usually the assignment of actors to nodes and of channels to hardware interconnect is carried out gradually, either via automatic tools or by experienced designers. However, it has been noted that a more unified automatic process is better suited to find solutions [9]. In this paper, we introduce a highly unified approach, that may provide optimal solutions, in contrast to the traditional greedy heuristics, while at the same time allowing for fine grain designer interaction. Furthermore, we show how the choice of cost function supports a more thorough exploration of the design space, targeting the metrics that matter for that specific design.

2. RELATED WORK
Design space exploration for streaming application on MPSoCs usually involves several decisions, such as architecture selection, mapping, and data routing. A method for mapping tasks (actors) onto network-on-chip (NoC) is proposed in [15] that reduces bandwidth requirements by splitting the traffic across multiple paths. Other mapping methods consider energy and performance [10], delay [23] or bandwidth [22], for example. Time-Division Multiplexing (TDM) based NoCs such as Æthereal NoC [8] and dAEElite [17] provide contention free routing with guaranteed service. The mapping problem for architectures based on TDM NoC has been studied, for instance, in [9] and [19].

The approach presented in this paper employs dataflow as the computational model for the applications, constraint programming (CP) as modelling and optimization environment, and generic multi-processor platforms, accommodating homogeneous or heterogeneous processing units (PU), with NoC based on TDM [8,17] as hardware support. We assume that readers have sufficient background knowledge of (C)SDF, DDF and its profiling [4], CAL [7] actors language, constraint programming, JaCoP CP environment [11, 12], network flow [18] and bin packing constraints [16] and TDM based circuit switched NoCs with slot tables.

3. OUR APPROACH
Given the target architecture and a streaming application described as a graph of actors, we are interested in finding (1) a mapping of actors to processing nodes, such that the processor loads remain under certain given limits, (2) a mapping of channels to NoC paths (path selection), such that the allocated bandwidth remains under a given maximum, (3) an exact TDM slot allocation table for each router in the network. Furthermore, the intention is to explore the design space in terms of number of processors, communication/processing cost, and slot table size. Selecting the appropriate importance for each of these metrics, which translates in tuning a cost function, is the method used by the designer for exploring the design space.

The novelty of our approach rests in unifying the mapping the actors to processors with path selection followed by slot allocation. Furthermore, the designer has more possibilities to influence the results by formulating additional constraints. In our approach network flow model formulated with constraints is used for problem specification as illustrated in Fig.1. During Mapping and Routing step, we can achieve several objectives (explained in section 4.1). In NoC Configuration step, we are minimizing slot table size.

The inputs to our network flow model are target architecture parameters, application parameters, application profile data, and performance constraints. The target architecture parameters required by our model include the available com-
putational load for each processor (clock cycles per second), network topology, bandwidth for each link in the network. Our model supports all SDF, CSDF and DDF dataflows and as input it expects a dataflow graph (DFG) of the application. Finally, performance constraints (e.g. throughput) are the requirements that should be reflected in the solution, the application running on the target architecture.

The output of our design flow consists of mapping of actors to the processors, the paths assigned to each channel, along with the exact slot allocation, as well as the slot table configuration for each router in the network.

4. MODELLING IN DETAIL

Application characteristics, processing and bandwidth requirements, are arrived at slightly differently for (C)SDF or DDF models. The available information from DFGs of (C)SDF and DDF is the total number of clock cycles, $c_a$, required by each actor to execute on PU, the size of tokens, $sz_c$, in bits for each channel, the repetition vector, $rv_a$, for each actor (only for (C)SDF), and number of tokens, $nt_{a,c}$, produced by each actor on their respective channels for a given number of iterations of DFG (only for DDF). Available numbers for (C)SDF are only for one iteration of DFG.

Using the information above and performance constraints such as throughput (frames-per-second (FPS) for video applications), we can derive the computing requirements, $rc_a$, for each actor and bandwidth requirements, $bw_{c}$, for each channel, for both static and dynamic DFGs using the following formulation. If $a$ is the source actor for channel $c$:

\begin{equation}
SDF: \quad rc_a = cc_a \cdot rv_u \cdot FPS, \quad bw_c = sz_c \cdot rv_u \cdot FPS \tag{1}
\end{equation}

\begin{equation}
DDF: \quad rc_a = cc_a \cdot FPS, \quad bw_c = sz_c \cdot nt_{a,c} \cdot FPS \tag{2}
\end{equation}

4.1 Mapping and Path Selection

We formulate mapping of actors to processors and path selection for communication between source actor $a_i$ and destination actor $a_j$ as a network flow problem. One channel $c$ in DFG between two actors is represented by one network flow as shown in Fig.2. The terms channels/flows are used interchangeably in this paper. Let $N$ be the number of processing nodes in the target architecture ($N = 9$ here).

The processing nodes (denoted as boxes) are connected using solid directed arcs to form a mesh interconnect but our approach is not limited to mesh. The additional $N$ arcs from source to processors $p_i \in P$ and from processors to destination model the assignment of these actors to any of the processors in $P$. These arcs have a “zero” cost, meaning that they do not contribute to the total cost of network flow. The many dotted arcs and one solid arc between the actor and processors in Fig.2 show that the actor can be assigned to exactly one processor.

In CP problem formulation of mapping to processors and path selection, each channel of DFG results in one network flow constraint. Each network flow constraint computes actors mapping to processors and a communication cost, $cost_c$, for each channel. The constraint $\sum_i cost_c$ computes the total communication cost, $comm_cost$, for all the channels.

Each network flow constraint has separate finite-domain-variables (FDVs) $x_{ij}^c$, $\forall (i,j) \in E$, with domain $0..bw_{c}$, where $E$ is set of directed arcs $[18]$. $i$ and $j$ represent the source and destination nodes of arcs respectively (see Fig.2), $c$ is the flow identifier and $bw_{c}$ is the link capacity for each link in NoC. These variables, for each flow, define bandwidth assigned to link from processor $i$ to processor $j$. The variables for source to processor arcs define the bandwidth requirement ($bw_c$) of flows. The distinct feature of our network flow formulation is the possibility of splitting of a single flow through several links. Additional constraints are imposed, to model the mapping of an actor to just one processor, to avoid splitting the flow from processors $p_i$ to actors.

Each actor in the DFG has some computing requirements in terms of clock cycles per second (cc/s) as discussed earlier. When we try to map some actors to a particular processor, the cumulative computing requirements of those actors should not exceed the computational capacity, also in cc/s, of that processor. This is modelled using the bin packing constraint [16]. In our case, the number of bins are equal to number of available processors $N$.

While allocating the bandwidths to the flows on NoC, we need to make sure that accumulated allocated bandwidth does not exceed the capacity ($bw_{c}$) of the links. We assume that all the links have the same capacity. This condition is enforced using the constraint defined below

\begin{equation}
\forall (i,j) \in E: \sum_c x_{ij}^c \leq bw_c \tag{3}
\end{equation}

\begin{equation}
x_{ij}^c < bw_c \text{ when the flow is splitted and } x_{ij}^c = bw_c \text{ when the flow is not splitted while allocating the bandwidth.}
\end{equation}

We defined our multi-objective cost function for our unified approach using the constraint in (4). The first term in (4) is the number of used processors, the second represents the maximum load on a processor combined with the outward communication flow generated by that processor, while the third term is the total communication cost.

\begin{equation}
\text{cost} = c_0 \cdot \text{no processors} + c_1 \cdot \max_{p_i \in P}(w_0 \cdot \text{load}_{p_i} + w_1 \cdot \text{out flow}_{p_i}) + c_2 \cdot \text{comm cost} \tag{4}
\end{equation}

The intuition behind our cost function is to achieve different
objectives by adjusting the weights for design space exploration. It is possible, for instance, to minimize the number of used processors, better allocate the actors to processors by considering the outwards communication as well as balance the load on processors, minimize the total communication cost and different combinations of previous three.

4.2 Slot Allocation

NoCs such as Æthereal [8] and dAElite [17] provide contention free routing by regulating the injection of flow-control digits (flits) using a slot based TDM table, such that no two flits arrive at a link at the same time (See example in Fig.3). Each slot in a slot table corresponds to a fixed size flit, assumed to be 32 or 96 bits, in this paper. See aforementioned TDM based NoCs for more understanding of the problem.

To model the slot allocation problem we make several assumption similar to those in [14]. We assume, as before, that each link has a defined link capacity κ_{link} and each flow c has a minimum bandwidth requirement (bw_{c}). In addition we introduce an actual implementation bandwidth (bw_{c}). A necessary condition that implementation bandwidth cannot be lower than the required bandwidth is ensured by a constraint. Link capacity constraint is the same as in (3). We are skipping mathematical formulations of the constraints here due to the lack of space. The variable S defines the size (or period) of the slot table and has the domain 1...M. We also define a slot variable for each flow c on each link l for slot s, called slot_{c,l,s}, as in Fig.3. A constraint is enforced to fulfill the condition that slot variables must have different values of assigned slots for different flows sharing the same link. Another constraint also ensure the routing principle that flits (in a slot table) are forwarded to the immediately following slot by each router. The number of assigned slots for each flow must also follow the bandwidth requirement, means assigned slots to flows must be according to bw_{c}.

A solution to the above constraints provides a valid slot allocation. Moreover, minimizing S generates a valid solution with minimum slot table size for a given bandwidth requirements and mapped traffic into the network.

5. EXPERIMENTAL EVALUATION

We carried out experiments for both SDF and DDF models on a system with 2GHz Intel Core i7 processor, with 8GB RAM, running Mac OS X 10.7. For CP problem formulation we used Java 6 and JaCoP-3.2 constraint solver [12]. The solutions were found in all cases in less than one minute. In most of the cases we abandoned the search after five minutes.

Here we assumed a low performance architecture with 100MHz PU and NoC frequency, 3x3 mesh NoC and 32 bits flit size and a high performance architecture with 500MHz PU and NoC frequency, 3x3 mesh NoC and 96 bits flit size.

5.1 DDF: MPEG4SP

The first set of experiments were carried out using the reference RVC-CAL description for MPEG4 Simple Profile decoder [21]. This is a DDF model, with 13 actors and 29 channels, working on a QCIF picture format. We assumed low performance target architecture, described earlier.

The workload for actors and the required bandwidth for channels is based on profile information (rather than static analysis, used for (C)SDF). We used simulation and causation trace [4] to get average number of clock cycles for each actor and bandwidth requirements for channels.

<table>
<thead>
<tr>
<th>Cost Func.</th>
<th>CPU Load(%)</th>
<th>Link Util.(%)</th>
<th>Throu. Slot</th>
</tr>
</thead>
<tbody>
<tr>
<td>01111</td>
<td>6</td>
<td>13.00</td>
<td>4.64</td>
</tr>
<tr>
<td>00xx1</td>
<td>1</td>
<td>78.16</td>
<td>0.00</td>
</tr>
<tr>
<td>10xx0</td>
<td>1</td>
<td>78.16</td>
<td>0.00</td>
</tr>
<tr>
<td>10xx1</td>
<td>1</td>
<td>78.16</td>
<td>0.00</td>
</tr>
<tr>
<td>01100</td>
<td>8</td>
<td>9.77</td>
<td>2.93</td>
</tr>
<tr>
<td>01110</td>
<td>9</td>
<td>8.68</td>
<td>1.76</td>
</tr>
<tr>
<td>01101</td>
<td>4</td>
<td>19.54</td>
<td>8.56</td>
</tr>
<tr>
<td>11100</td>
<td>2</td>
<td>39.08</td>
<td>0.0035</td>
</tr>
</tbody>
</table>

Table 1: MPEG4 QCIF mapped on a 3x3 mesh NoC

Note how choosing different parameters for the cost function can lead to different solutions, depending on the optimization criteria relevant for each specific design. For instance, the first row ignores the number of processors, but balances processor and communication load, while minimizing the communication as well. Compare this to the last row, where the number of processors is minimized, but the communication cost ignored, resulting in higher link utilization, but fewer processors. Notably, rows two through four show that minimizing only the number of processors and/or the communication results in a single processor solution, which is still feasible, due to the small picture size used for this experiment. However, for a four times larger CIF, the single processor solution may not achieve the requirement of 25FPS, pointing to a solution that achieves at least 100FPS for QCIF (rows five and six).

5.2 SDF: some SDF examples

The second set of experiments were carried out for SDF models of H263Decoder, H264Encoder and MP3Decoder taken from [20]. For SDF models, the workload for actors and the required bandwidth for channels is obtained using static analysis as described earlier in section 4. The results of these experiments are listed in Table 2. We assumed low performance architecture, described earlier, and required throughput of 15CIF/QCIF FPS for H263Encoder/Decoder and 25FPS for MP3Decoder.

All the actors, for H263Decoder, were able to map on a single processor and resulted in zero communication cost, when cost function with parameters 00xx1 was used to minimize the communication cost. Cost function with parameters 01100 do not consider communication at all and results in balancing the load on processor and higher link utilization, see experiment for H263Encoder. For H264Encoder,
cost function with parameters 10x0x0 resulted in minimum number of used processors without balanced load. We can balance the load on processors as well as minimize the number of processors using parameters 11100 (Table 2 row 18).

All experiments for MP3Decoder ended up with minimum three processors and same distribution of actors on the processors. This is because two of the actors have loads such that each of them occupies almost 94% of the processor. Whereas, remaining 12 actors can fill just 19% of the processor. Notably, the lower throughput of the application is because of the way the application is designed.

We also mapped and routed a group of applications (H263-Encoder, H263Decoder, MP3Decoder) at the same time (see Table 3). We assumed high performance architecture, described earlier, and required throughput of 15QCIIF FPS for H263Encoder/Decoder and 100FPS for MP3Decoder. To estimate throughput, we divided the processor time proportionally to the load generated by actors assigned to these processors and then used the related time slots to compute throughput of the applications. The estimated throughput, in last row, for H263Decoder is lower than the rest of the experiments, because for load balance, we ended up with a mapping where proportion of the processor’s time assigned to H263Decoder was less than 3%. We can see from the results presented that selecting different parameters for our cost function gives designers an opportunity to achieve and explore different objectives.

### 6. CONCLUSIONS

In this paper, we have presented a unified approach based on constraint programming for design space exploration of streaming applications running on multiprocessors with guaranteed service interconnects. The flexibility of our formulation with CP makes it also possible to easily modify the model and the related constraints. This enables the exploration of more design parameters by allowing the designer to directly affect mapping and routing decisions. The experimental evaluation shows that our approach can find optimal solutions, for a number of cost function configurations, therefore making it worth to investigate further.

As a continuation of this work, we plan to expand our method to include memory constraints, heterogeneous processing units, and different network topologies in the target architecture. We also plan to investigate ways of adding throughput constraints in our optimization loop in order to guarantee the throughput requirements of the applications.
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