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Chapter 1 Introduction

In this report, we present a real-time analyticairfework and the performance evaluation on ouryaisal

We propose a feasibility analysis of periodic hagal-time traffic in packet-switched networks uskigst
Come First Served (FCFS) queuing but no traffipshs We choose switched Ethernet as an example to
present the idea of our analysis and our experimhentluations in this report.

The remainder of the report is organized as folldw<hapter 2, we define the network models, irtgoar
concepts and terminology for real-time analysisa@ér 3 presents our real-time analysis for isdlate
network elements. Chapter 4 gives end-to-end meel-tanalysis. Chapter 5 presents the performance
evaluation of our results by simulation and congmaristudy and summarizes this report.



Chapter 2 Terminology, Assumptions and Notations

Real-time communication over switched Ethernet nétwcan be quite complex with different network
architectures, different types of traffics, diffetegime requirements and metrics. This chapteodices
network architecture, basic terminology and modetgations, assumptions and relaxations necessary t
fully understand the remaining chapters in thisorep

2.1 Network Architecture and Notations

The network architecture is now described in tieistion. We consider a network with a number of end
nodes and multiple switches, which enables thecsiring of the different network topologies and
different configurations, thereby supporting diéfiet types of applications.

Network elements

Our communication network is represented as therdnhnection of fundamental building blocks, called
network elements, as shown in Figure 2.1. We ddfiadollowing four types of network elements.

A physical linkis a unidirectional transmission link which aceepetwork traffic from one network
element and transmits network traffic to anothdwnek element at a constant bit rate. Accordinghte
switched Ethernet standard, a physical link camyctaffic in both directions simultaneously. Hovesy

for easy understanding of the subsequent real-imadysis, one duplex physical link is decomposéal an

pair of unidirectional links. In our topology figes, we put an arrow on each edge to represent a
unidirectional link, and the corresponding unidiieaal link in the opposite direction is not shownthe
figures.

A switchis a network device which is able to receive nekwaaffic from several input ports and is able to
decompose input traffic to several output portse Mmber of switches in the network is denoteNssi
the number of input/output ports in switghs denoted afNporf and the bit rate of the physical link
originating from the output poptin switchsis denoted aRswi , (bits/s).

An end nodés a network device which is able to transmit nekmoaffic to a single input port of a switch
and is able to receive network traffic from a sengutput port of a switch. The number of end nodeke
network is denoted adnodeand the bit rate of the physical link originatifrgm end nodek is Rnode
(bits/s).

An output queuds a buffer for an outgoing physical link which e the traffic being ready to be
delivered to the outgoing physical link.
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Figure 2.1. Interconnection of network elements.



applications

< logicalchannel with index i @
source; _——_—,—,—— e — — — — — —_— —_
«— hop —>

<Switch;;,Port > <Switchiyx, Port, > <Switch iy, Portiyg

—— Physical link

— — —— Logicalreal-time channel

Traffic released by the applications
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Network routing

We assume the end nodes and the switches are tetinvex point-to-point links. The network operaites
a packet-switched mode, which means a transmitiéal uhit being an Ethernet frame. Frames from any
given user traverse a predetermined fixed routautjit the network in order to reach their destimatio

We refer to the frame flow transmitted from a seunode to a destination node as a logical chatinel (
strict definition will be given in Section 2.2). &hnetwork maintains multiple simultaneous logical
channels andlichis the total number of logical channels in thenwek. For the logical channel with index

i (denoted byr, ), Sourceis used to indicate the source node Bedf is used to indicate the destination
node.

As illustrated in Figure 2.2, under a fixed routstgategy, once a logical channelfrom Sourceto Dest

is established, the route, denoted Rgute is determinedRoute is a sequence of physical links each
originating from a certain output port in a certaimitch and can be expressed as a vector of syitah/
pairs:

Route = (<Switch1'k, Port, k>) k=1,...,Nr, (2.1)

whereNr; indicates the total number of switches on theadbvitch indicateskth switch on the route and
Port, indicates which output port Bwitchy being used.

Note that we have chosen to treat the source riodeséparately from the switch links, because the
subsequent real-time analysis is different. Thearavill be explained in Chapter 4.

In this report, we will use the terhrop to indicate the intermediate transmission for gidal real-time
channel. For example, the transmission fromSbarceto <SWitCh‘I’l, Port, ’1> is called the first hop, while

the transmission froréSWitChyk_l, Porq’k_l>to <Switch1’k, Port ,k> iscalled thekih hop. More specifically,

for each hop that is traversed, a frame is traresfefrom the queue of an incoming link, through the
controller at a source node or at a switch antdeéajueue of an outgoing link.

Traffic handling
In this section, we describe the traffic handlingwitched Ethernet networks.

Figure 2.3(a) illustrates the traffic handling as@irce node. Once a real-time message is relégsad
application, it is immediately put in the outputege in the form of a sequence of Ethernet framesi@l
applications may release real-time traffic simutausly, which leads to a burstiness in the outpeug. It
should be noted that the frames belonging to ongsage might be interrupted by frames belonging to
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Figure 2.3. Output queues and traffic handling. (ajn an end node. (b) in a switch.

other real-time channels, therefore they are netiyd stored continuously in the output queue. Befor
entering the Network Interface Card (NIC), the femrare stored in the output queue, which is a FCFS
gueuing according to standard Ethernet configunalicthe outgoing link is available, the framesred in

the NIC will be transmitted.

The switch is of the store-and-forward type, whaam be decomposed into three main components: the
gueuing model, the control logic and the switchriablhe queuing model refers to the buffering #mal
congestion mechanisms located in the switch, thrallogic refers to the decision making proce#hiw

the switch and the switch fabric is the path tretadakes to move from one port to another.

As shown in Figure 2.3(b), when a frame arrivethatswitch, the control logic determines the traihsm
port and tries to transmit the frame immediatelytite output port. If the port is busy because asroth
frame is already under transmission, the framedeed in the transmit port's queue, which is a FCFS
gueue according to the Ethernet standard.

Although our goal is to support hard real-timeficafwe still allow other traffic classes in thetwerk, e.g.,
best effort traffic and non real-time traffic. Taiqguitize different traffic classes and minimizeeth
interference with other traffic when transmittingripdic time-critical messages, the traffic diffiefiation
mechanism introduced by the IEEE 802.1D/Q standardsed in our proposal.

The IEEE 802.1D queuing feature [IEEE 1998] [IEEI2] enables Layer 2 to set priorities to traffibe
content of an IEEE 802.1D tagged Ethernet frameshisewn in Figure 2.4(a). The IEEE 802.1D
prioritization works at the Medium Access Cont®lIAC) framing layer. If the value of the Tag Protbco
Identifier (TPID) field in an Ethernet frame is eduo 8100, this frame carries the tag IEEE 802QD/
The Tag Control Information (TCI) field is the 8QP. header, including a three-bit field for setting
priorities, allowing packets to be grouped intoieas traffic classes, a one-bit field for the Canah
Format Indicator (CFl), and a 12-bit Virtual Lodslea Network (VLAN) ID. The latter two fields aren
used in our work. By adding the 802.1D header ® ftames, traffic is simply classified and put into
gueues with different priorities. There could betagight priority queues according to the standasule
we assume a minimum of three.

In the example shown in Figure 2.4(b), there lared priority queues for each output port in a&wifhe
hard real-time (HRT) frames are put into the haa-time traffic queue, which has the highest |itsior
among all traffic classes, while soft real-time {3Rrames are put into the soft real-time queuehvait
lower priority than the hard real-time queue. Outgonon-real-time (NRT) traffic from the end nodge i
treated as lowest priority. In the same way, ttaeethree priority queues for three traffic clagsesach
source node.

Since our real-time analysis in this report aimspimviding guarantees for hard real-time traffieg only
illustrate HRT queues in most of the topology figgir
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Figure 2.4 Traffic differentiation. (a) IEEE 802.10Q extended Ethernet frame. (b) Priority
queuing.
The network related parameters are summarizedbieTal.

2.2 Terminology, Models and Notations

The basic terminology and model for real-time asiglyis presented in this section. The following
definitions are grouped into three classes: chahenl, link level and schedulability level. Other
terminology will be introduced in later chaptersemhit applies to a particular algorithm or system
configuration.

Channel Level

The logical channel concept, used for traffic modgl has been introduced in Section 2.1. The strict
definitions of the traffic model and properties green here.

Definition 2.1 A logical real-time channefwith indexi), 7, is a virtual unidirectional connection from the
source nodeSourcg to the destination nod®est. The channel is characterized by the maximum pure
data traffic volume Cap) given by the application, the maximum practiaaffic volume given by
network implementation() including data and Ethernet header, and a séimef properties. BotiCap
andC are expressed in bits.

The derivation fronCap to G is given by Equation 2.2:

Name Definition

Nnode the number of end nodes in the network.

Nswi the number of switches in the network.

Nch the number of logical channels in the network.

Nport the number of ports in switgh

Rnodg the rate of the physical link from source nédgits/s).

Rswi , the rate of the physical link at output pprih switchs (bits/s).

Source the source node of logical real-time charinel

Dest the destination node of logical real-time channel

Nr; the number of switch ports for the packets belogdginchannei

Route the route fronSourceto Dest, Route = (<Switch1yk, PorL-’k>) k=1,...,Nr .
Switchy kth switch that the messages belonging to real-tin@anel go through.
Port Output port inSwitchyis used for the logical real-time channel

Table 2.1. Notations and definitions for the netwdt configuration.



Value Value

Name | Definition (without IP | (incl. IP and
or UDP) UDP)
T, tghaeplength of a full-sized Ethernet frame includinggr-frame 1538 bits 1538 bits
Th the length of the header in an Ethernet frame i#6 b 74 bits
the minimum length of the data field in the Etherin@me . :
Tmind | without pad field 38 bits 10 bits
Timaxd the length of the data field in a full-sized Etngrframe 1492 bits 1464 bits
Table 2.2. Notations for traffic volume calculation
-lc—:api Tef + ((Capl mOd Tmaxd )+ Th )' If (Capi mOd Tmaxd )2 Tmind ;
L " maxd | , (22)
Ci = -Cl-:ai Tef + 72’ If 0 < (Capi mOd Tmaxd )< Tmind ;
L "maxd |
Cap, T, if (Cap,modT,,,)=0;
_Tmaxd i

whereT is the length of a full-sized Ethernet frame in¢hgdthe inter-frame gagi is the length of the
Ethernet frame header including the inter-frame, Japq is the minimum length of the data field in an
Ethernet frame without pad field afigh.q is the length of the data field in a full-sizech&tnet frame.
These notations for traffic volume calculation alleexpressed in bits and explained in Table 2.2.

Definition 2.2 A messagds a collection of data being communicated overal-time channel. The
maximum size of the message equal€;to

As explained in Section 2.1, the data entered timonetwork by the applications is divided intonfies;
therefore, a message can be viewed as a sequefraanes. In other words, the minimum unit for data
transmission over switched Ethernet is an Ethefreehe, while the basic unit used in the real-time
analysis is a message.

Definition 2.3 The message release timg, for real-time channel, is the time instant that releases its
first messages.

Definition 2.4 A periodic logical real-time channel is one which releases messages regularly with a
constant interval called the periobheioq,i (in S). A periodic logical real-time channel wile calledreal-
time channein the rest of the report.

Definition 2.5 The end-to-end relative deadliney T (in s), for real-time channel, is the maximum
allowed time interval between the release of a agsfr at the source node and the arrival of the
message at the destination node for that channel.

Definition 2.6 The end-to-end absolute deadlinesdli; for thejth message of;, is the time instant by
which the message must arrive at its destinati@enm other wordslapsaiij= i + Tperioai * § = 1) + Tau,i.

Definition 2.7 The relative deadline, dJ.q; (in s) for real-time channei at the source nodés the
maximum allowed time interval between the reledse message at the source node and the arrivhkof t
message at the next hop.

Definition 2.8 The absolute deadline,fsswcaii; (in S) for thejth message of at the source nodes a time
instant by which the message must arrive at thé mgx In other wordsTapssrcaij= fi + Tperioai - ( — 1) +

Tsrcdl,i-

Definition 2.9 A synchronous patteris a scenario in which a set of real-time channgisase their first
messages at the same time (usually consideredzénog.

The notations related to real-time channels atedig Table 2.3.



Name Definition

T Logical real-time channel with indeéx

Source The source node of.

Dest The destination node af

Toeriod.i The period of data generation belonging; ().

Cap The amount of pure data generated by the apjlicger period belonging 9 (bits).
C The amount of traffic, including data and heager, period for; (bits).
r The time instant when releases its first message.

Tai The end-to-end relative deadlinezp§pecified by the application (s).
Tabsdl,ij The end-to-end absolute deadline forjthenessage of.

Tercdl, The relative deadline af at the source node.

Tabssrcdl,ij The absolute deadline for tite message of at the source node.

Table 2.3. Notations and definitions for the realithe channels.

Link level

In this report, we target for hard real-time comioation, which means to guarantee that the messages
delivered within their deadlines. In a packet-shétd network, a message that starts from a sourde no
passes through a series of switch/port pairs owtyeand ends its journey in a destination nodeth&s
message travels from one node to another, it expegs different types of delays along the pathclwvare
therefore introduced as follows.

Definition 2.10 Theworst-case delayryeny (in S) at the source noaé real-time channeld, is the longest
time that passes from the message release tirhe abtirce node to the last bit of the messagerigdhie
outgoing physical link.

Definition 2.11 The worst-case delayr,, (in s), at the switch’s output p0<rSwitch‘k, PO”%,k> of real-time

channelg, is the longest time that passes from the tim&int® when the message being put in the output
port queue to the last bit of the message leaviagttgoing physical link from that output port.

Definition 2.12 The worst-case delgyDnodg (in s) at source nodk, is the worst-case delay for any
channel originating from node

Definition 2.13 Theworst-case delaybport,, (in s) at output por of switchs, is the worst-case delay for
any channel traversing the outgoing link from theutt.

Definition 2.14 The buffer sizeBN, (in bits) at source node is the maximum buffer population for hard
real-time traffic at source node

Definition 2.15 The buffer sizeBs, (in bits) at output ponp of switchs, is the maximum buffer population
for hard real-time traffic at that port.

Definitions 2.12-2.15 will be explained further@hapter 4.

Definition 2.16 The end-to-end worst-case delay¥.oeqenyi(in S) Of real-time channed, is the longest
possible time between the time instance when thesage being released by the source node and the las
bit of the message arriving at the destination node

Definition 2.17 A tight worst-case delays the accurately predicted worst-case delay withanuy
overestimation.

The end-to-end delay includes queuing delays, tnéasson delays and propagation delays on the phlysic
link. The transmission delay is the amount of tirequired to transmit all the bits of a message d¢iméo
link. Once a bit is pushed onto the link, it netalpropagate to the next hop. The propagation delgy

(in s)is the amount of time required to propagate ovehysical link, which can be easily calculated and
added as a constant in the delay analysis.



To determine whether real-time channels satisfyr ttiming requirements, it is necessary to find out
whether the time constraints are met even in thestarase situation. The following definitions aceried
for the worst-case delay analysis.

Definition 2.18 Thecritical instantfor real-time channed, is defined as the message release pattern of all
the real-time channels that leads to the worst-daksy ofz,.

Definition 2.19 The source link utilizationU, , for a set of real-time channels ={rl,rz,...rn}
originating from source nodk is the average fraction of time that the outgdiing is busy, that is,

n C
U= ——.
“ ,221: RnodeT

period,i

Definition 2.20 The switch link utilization, U ,, for a set of real-time channel§ ={rl,rz,...rn}
traversing the switch/ports<p> is the average fraction of time that the outgding is busy, that is,

n Ci
Voo =2 memi T

i=1 RSW!; preriod,i

Definition 2.21 The cumulative workload W, (t,,t,) (in bits) for a set of real-time channels
I 2{71,12,...rn} originating from source nodeis the sum of the traffic volume of messages saldeby
the  real-time  channels during time interval [tl,tz),(Di, t,<r) , that s

W, (t,t,)= Zlma{ﬂ;i_z J +1]c:i ,oj .

Definition 2.22 The cumulative traffic volumeTraffic, (t,,t,) (in bits) for a set of real-time channels

I' = {rl, 12,...rn} originating from source nodeis the sum of the traffic volume delivered fronded to
the second hop during time inten{bil, tz).
Definition 2.23 Busy-periods an interval of continuous link utilization time

Definition 2.24 Idle-periodis an interval of link idle time. Note that a liitdke period can be of zero length,
if the last pending message completes at the sameatnew message is released.

Definition 2.25 The synchronous busy-periad the first busy period in the schedule of a syanous
periodic channel set.

Definition 2.26 Thelength of thesynchronous busy—periodBP(F) (in s), is the length of the synchronous
busy-period of the channel SE‘c:{rl, rz,...rn} allocated to one physical link (with link raReexpressed

BP°(I)=W(00)=>C;;
in bit/s), which is calculated by the following riédive computatio i_ilzl
BP'(I) :W(o,BPT(F)),i >1;

and BP(I") = BP'(I'),if BP'(I") = BP'™(I').



Name Definition

Tsdelay.i The worst-case delay at the source node of logéadtime channel i (s).

Dnodg The worst-case delay for any channel originatimgnfisource nodk ( s)

The worst-case delay of logical real-time chanratlthe output port in iteth switch
Tik Switch, , Port
< iLk I:|,k> (S)

Dports The worst-case delay at output ppxf switchs <s, p> ().

BN, The maximum buffer population for hard real-timeffic at source nodk (bits)
BS, The maximum buffer population for hard real-timeffic at output porp of switchs (bits)
Tezedelay.i The end-to-end worst-case delay of real-time chlanne

T The maximum propagation delay over a link betweenrietwork elements (end-node or
prop the switch) (s).

HP(Ir) | HP =lem(T 0, | § =1...,0}(s).

Uy Utilization of the link from source node.

Usp Utilization of the link from switch/port s; p>.

W, (tt,) The sum of the traffic volumes of messages relebgedle real-time channels originating
k ’ . . .
v from source node k during time inter 't2).

The sum of the traffic volumes of delivered messdgam source nodeto the second hop

Traffic, (t,,t L
raific (u.t2) during time intervalt,,t,).

BP(F) The length of the synchronous busy period (s).

Table 2.4. Notations and definitions for delay andbuffer bound analysis

The notations for delay and buffer bound analysissammarized in Table 2.4.

Schedulability level

The time constraints are guaranteed by additioneaf-time channels. To establish real-time channels
schedulability analysis is essential. The relewanicepts are defined as follows.

Definition 2.26 A real-time channet; is said to beschedulabléf its end-to-end worst-case delay does not

exceed its deadline, that i8,p4e0 < Ty -

Definition 2.27 A feasible linkis one for which the set of real-time channelsaited to it are schedulable.
Definition 2.28 A feasible network systeismione for which every link is feasible.

2.3 Assumptions and relaxations

A key issue in real-time analysis involves the utyleg assumptions made. In the subsequent anatyss
following assumptions are made:

* Al: The real-time channels are independent in thate is neither shared resources other than the
transmission link between them, nor relative depentks or constraints on release times or
completion times.

» A2: There are no overhead costs for performingaving functions, e.g., destination address look-up,
fabric set-up time, and queuing operations (sortingerting and removing). Such delays are assumed
as zero in our analysis.

 A3. We assume deadlock free routing, meaning thatnietwork ensures not only that the route for
each logical real-time channel is individually lompe, but also that the routes for all logicall#t@ae
channels do not interact in a way that would credgadlocks. Classical deadlock-free routing
algorithms impose an artificial order for visititige network nodes, for example, forming a spanning
tree.



One goal of this report is to achieve realistid-tane analysis, with as adequate models of thevordt
and its traffic as possible. For this reason, masgumptions used in other related work will bexedain
this report. The relaxations made in this repogt ar

* NAL: The deadline for a real-time channel is ndated to its period. This means that deadlines may
be shorter than periods or that pipelining of mgesamay occur. Note that many real-time analysis
results in the literature are only developed far thse that the deadline is equal to the periothdi
in actual systems it may be useful to specify daedlshorter than periods, in order to improve the
responsiveness of a given real-time channel, oenforce a minimum time gap between two
consecutive messages of the same real-time channel.

* NA2: Real-time channels do not necessarily rel¢hsi first messages according to the synchronous
pattern (the scenario in which messages are releagbe same time). In fact, any release pattam
be assumed.

* NAS3: One message is a sequence of Ethernet framgsibly varying in size, which is a strong
motivation to release fix-sized frames assumpttéowever, previous research results are limited by
assuming fix-sized frames.

* NA4: Our analysis supports both switches with hoemapus bit-rate ports and switches with different
bit-rate ports. Using links with different bit ratés a promising alternative to reduce bottleneeks.,
between the switch and the master node in a msalkstes-automation system. However, most related
work only investigates the homogeneous case.

2.4 Summary of Notations

For ease of reference later in this report, thatmants defined in this chapter are summarized iold'a.5.
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Name
Nnode
Nswi
Npori

R

Rnodg
Rswi ,

Name
Nchs
Tj
Source
Dest

Tperiod,i
Cap

G

Tani
Tabsdij
Tsrcdl,i
Tabssrcdl,i,j

Route
Switchy

Porti’k

Name
Tsdelay,i
Dnodg
Tik
Torop
Dports ,

BN,
BS

Tezedelayi
HP(I)
u k
U S, p
W, (t,.t,)

Traffic, (t; 1

BP(I")

Name
Tef
Th
Tmind
Tmaxd

Network parameters
Definition
the number of end nodes in the network.
the number of switches in the network.
the number of ports in switch j.

the rate of the physical link (bits/s).

the rate of the physical link from source nédgits/s).

the rate of the physical link at output ppiin switchs (bits/s).
Logical real-time channel parameters
Definition
The number of logical real-time channels in thevoek.
Logical real-time channel with indeéx
the source node af.
the destination node af.
the period of data generation belonging; t(s).
the amount of pure data generated by the apiglicper period belonging tg (bits).
The amount of traffic, including data and heager, period for; (bits).
the end-to-end relative deadlinerpfs)
The end-to-end absolute deadline for flliemessage af
The relative deadline af at the source node
The absolute deadline for thjth message af at the source node

the route fronBourceto Dest , Route = (<SWitCh,k1 Porti’k>) |(=]_,___,|\|ri
kth switch that the messages belonging to real-tinanel go through

Output port inSwitchy is used for the logical real-time channel

Delay parameters
Definition

the worst-case delay at the source node of logézditime channal (s).

The worst-case delay for any channel originatiognfisource node k (' s)
The worst-case delay of logical real-time chanratlthe output port in itkth switch<sWitcri1k, Port, k> (s).

The maximum propagation delay over a link betweennetwork elements (end-node or the switch) (s).
The worst-case delay at output port p of switc<rS$ p> (s).

The maximum buffer population for hard real-timaffic at source node k (bits)
The maximum buffer population for hard real-timaffic at output port p of switch s (bits)
The end-to-end worst-case delay of real-time chlanne

HP(T) = |Crn{Tperiod,i | I = l'"’n} ().

Utilization of the link from source node.

Utilization of the link from switch/port <s, p>.
The sum of the traffic volume of messages relehygatie real-time channels originating from sourodenk during time
interval ['[l,t2 )

The sum of the traffic volume of delivered messdgas source nodk to the second hop during time inter\[ﬁf,tz).

The length of the synchronous busy period (s).

Notations and values for traffic volume calculation

Definition Value (without IP _ Value
or UDP) (incl. IP and UDP)
the length of a full-sized Ethernet frame incluglinter-frame gap 1538 bits 1538 bits
the length of the header in an Ethernet frame i#6 b 74 bits
the minimum length of the data field in the Ethetrframe without pad field 38 bits 10 bits
the length of the data field in a full-sized Ethetrframe 1492 hits 1464 bits

Table 2.5. Notations for real-time analysis
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Chapter 3 Real-time Analysis for Isolated Network Eements

Estimation of worst-case delay at every hop isritical importance to estimate the end-to-end woeste
delay. This chapter deals with all the common teak analysis for the isolated fundamental building
blocks, called network elements. The results okthin this chapter will be useful for the subsequeal-
time analysis for the whole communication netwakgiven in the following chapters.

3.1 Introduction

As described in Chapter 2, we represent a commiimicaetwork as the interconnection of different
network elements. The network operates in packétsed mode and messages released by a real-time
channel traverse a predefined sequence of hop$orfarg real-time analysis on multi-hop packet-
switched networks is complicated because of thetexce of burstiness and jitter.

Burstiness which is the variance in traffic rate, is caussdthe difference between the bit rate of the
physical link and the injection rate from a trafource (e.g., an application or the previous hdpe
physical links transmit frames one by one at a totigate, while the applications release framdsuitsts.
This mismatch results in burstiness and queuing.

Jitter, a natural result of queuing, is the variatioradime metric with respect to some reference metric
For example, the variation in periodicity is calletkase jitter and the delay variation is callethd jitter.

We will first use several examples to illustrate observations. For easy understanding, in the@volig
examples, we only give values to the parameteisowttspecifying the units for them. All the paraerst
can be viewed as being expressed in the numbeitlefifed Ethernet frames including the inter-fragag.

Figure 3.1 illustrates the traffic characteristitem the applications to a source node. Consider tw
applications at a source node, each requestingeaigime channel. Let, with <Tperiod,1 =10C, = 3>,

and z, with <Tpe,iod'2 =5C, = 2> . The following observations can be seen from éxismple.

* Burstiness. Once a message is released by theat, it is split into a number of frames and jout
the output queue immediately, which leads to atmess in the output queue at the message release

time. In this example, both and 7, release their first messages at time instant (fjveoEthernet
frames are injected into the output queue at timead shown in Figure 3.1. Similarly, another
burstiness occurs at time instant 5, whgmrelease its second message.

Y

I I Jitter of 7, | e
[ oo i

Output queue

Figure 3.1. Traffic injection from applications to the source node output queue.
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Figure 3.2. Transmission characteristics comparisobetween a source node and a switch

Jitter. According to the standard Ethernet configion, frames are sorted in an FCFS-queue. In some
situation, there might be multiple simultaneousvats of multiple frames from different applicatgn
This could mean that the frames belonging to onesage might not be stored continuously in the
gueue due to the interference with another cha@wmisequently, although the messages belonging to
the same real-time channel are released with al fixeerval of time by the application, the messages

might not leave the source node with a constast-atrival time. For instance,, releases its message
at the application level with a fixed interval, 5f However, due to the interference of the first

message ot, leaves the source node at time instant 3, thenseswssage leaves at time instance 7,

the third message leaves at time instance 15 anfbtirth leaves at time instance 17. Consequently,
the output interval can go from 2 up to 8.

Next, we will investigate the transmission charastes at a switch. First, we study the simpleecas
which a switch only receives real-time traffic fraource nodes. This case exists mainly in a netwitrk

a star topology, where each node is connected her atodes via the switch. Figure 3.2 illustrates a
comparison between the transmission characterstiassource node and at such a switch/port.

In Figure 3.2(a), we use the same example as Figuré¢o show how two channels at a source node
interfere and lead to burstiness and jitter. FigRigXb) illustrates a switch’s output port queuee ®fain
use the same channels, but from different sourdesidt should be noted that the propagation dedags
not included here. We will add them afterwards wivenanalyze end-to-end worst case delay in Chdpter
Our observations are:

Incoming traffic is less bursty in the switch. Ane instant O, five frames arrive at the sourcee®d
output queue, while only two frames arrive at th#pat queue in the switch after one time slot
because of the limited bit rate of the incoming $bal links. In contrast, the output queue at ac®u
node receives frame flows from multiple simultare@pplications without being limited by the bit
rate. In other words, each frame flow to the swiklshaped by the physical link, while there is no
such transmission smoothing functionality from #pplications to the source node queue. It is worth
noting that this observation is crucial to avoidepestimation of the worst-case delay at the
intermediate switches.

Jitter still exists due to the interference amdmgreal-time channels and the FCFS sorting polibjs
is shown in Figure 3.3. Due to the interference ofthe first message af, leaves the switch output
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Figure 3.3. Traffic injection and introduced jitter from the source nodes to the second hop.

gueue at time instant 3, the second message laatese instance 8, the third message leaves at tim
instance 15 and the fourth leaves at time instd®ce&Consequently, the output interval can go from 3
upto?7.

In fact, with the knowledge of the traffic modeltae source nodes, it is possible to model théidraf the
second hop. However, it is much more difficult thi@ve accurate models of the traffic flows aftes t
second hop (in networks with multiple switches)dese of the difficulties in predicting aggregatiy
introduced by the previous hops.

Based on the above observations, we can now conchat the periodicity are only respected when the
applications release messages at the source ndute the period of the messages varies at the
intermediate hops, depending upon the arrival paté messages from other channels. Recall that we
have made the decision of not using regulatorgedthis is not implemented in standard Ethernetches.
Thus, we face the challenge of predicting the interfeeerfoom other real-time channels and re-
characterizing the traffic arrival pattern in thatermediate network elements.

This challenge motivates us to develop three sépamaalytical schemes for the two types of network
elements:

» Case 1: Source node receiving real-time trafficfftbe applications.
» Case 2: Switch only receiving real-time trafficfieource nodes.
» Case 3: Switch receiving traffic from source nodesvell as other switches.

The remainder of this chapter is organized as WdloSection 3.2 presents the worst-case delay sisaly
for Case 1. Section 3.3 gives the worst-case datayysis for Case 2. Section 3.4 describes thetwase
delay analysis for Case 3. Section 3.5 summarfmeshapter.

3.2 Case 1: Source node receiving traffic from apigations

In this section, we derive the worst-case deley sturce node.

To analyze the schedulability for a set of realdtiohannels, it is important to find the criticastant (the
message release pattern maximizing the delay diaamnel). Hence, if the channel does not miss its
deadline in the case of the critical instant, if wbt miss the deadline in any other case. Ouofpstrategy

is as follows: first to find the critical instaméthen proceed to analyze the worst-case delay.
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Figure 3.4. Timing figures used in the proof of Lerma 3.1.

In Lemma 3.1, we will prove that this fact also deffor FCFS scheduling. The proof of Lemma 3.1 is
inspired by similar arguments as used for deadliiéen schedulingBaruah et al. 1990[Spuri 1996].
However, regarding FCFS, a new arriving frame loawait for the completion of the transmission df al
the remaining frames in queue. Therefore, the delatcorresponds to the amount of traffic in theput
gueue at the arrival time, called queuing poputatind expressed in bits. Obviously, the worst-ckday
corresponds to the maximum queuing population.

Our proof idea of Lemma 3.1 is as follows. We pritive that given any message release pattern,¢hk p
value of the queuing population is not higher thiaat of the synchronous pattern.

Lemma 3.1 Assume that FCFS queuing is used to scheduleaf seal-time channels={z;, 1z, .., 7} on
the physical link originating from the end no#le Then the critical instant for any channglis the
synchronous pattern &t

Proof. Given any message release pattern, assume the/gleakof the queuing population occurs at time
instantt (t >0). Obviouslyt is in a busy-period. Let be the end of the last link idle period befof@ <t'<
t), as illustrated in Figure 3.4.

If the given message release pattern is not thehsgnous patterr; must still be the message release time
of at least one real-time channel. If we shift thessages released by all the other real-time claafier

t” up tot” keeping their periodicity after the shifting, thiéme cumulative workload during the time interval

[t", t) will not be decreased. Consequently, the quepopulation at any time instant during, ft) will not

be decreased. Also, the peak value of the queubmmlption after the shift will not be less than the
previous peak value, and it will occur at or before

Since there was no link idle time during the timeeival [, t), there will be no link idle time during the
time interval {, t) after the shifting, due to the non-decreased lwark

If we now consider the message release pattern tiromt’ on, we obtain the synchronous pattern ted
worst-case situation (maximum queuing populatia@@ues during the first link busy period. 0

Lemma 3.1 suggests studying the synchronous pattean FCFS-scheduled channel set in the first busy
period.

Therefore, in Theorem 3.1, we will analyze the waoese delay and prove that the achieved worst-case
delay is tight (the minimum bound without any owimation).

Our proof idea of Theorem 3.1 is as follows. Finsg calculate the queuing population, viewed as a
function of time, QP(t), which is the cumulativerkload arriving before t, excluding the amount iafftic
being removed before t. Recall that to find the sitease delay, we need to find the maximum queuing
population. Thus, in the next step, we find max{§QP¢ 0}. Finally, we show that the obtained worst-case
delay is also tight.

15



Theorem 3.1Assume FCFS-queuing is used for a set of real-thennels={z,, 1, .., 7o} on the same

n

source node. If U, <100%, thenTggejayi =ZC,- / Rnodg holdsfor 0i D[l n]. In addition, the worst-case
j=1

delay occurs at the beginning of the busy-period.

Proof. According to Lemma 3.1, the critical instant is gymchronous pattern. Without loss of generality,
assume all real-time channels start at time 0.

For Ot,0<t< BP(F), the cumulative workload of messages that arriwdsrbt is:

W, (0,t) = é(nhejm ﬂc] B

SinceU, <100% holds, we have:

n C
— L _<10m%. (3.2)
j:lTpmmdenOdQ
Therefore,
n (:_
L — < Rnodg. (3.3)
j=1 ' period, j
Hence,
n (:j
> - Rnodeg < 0. (3.4)
j=1 " period,j

Sincet is in the first busy periodRnodg [ bits are transmitted (removed from the queue).s€quently,

according to Equation 3.1 and Equation 3.4, thewarnof bits remaining to be transmitted at titm@P(t),
is:

QP(t) =W, (O,t) —t[Rnode
=>C,+> { t J ; “t[Rnodg
j=1 =1 1-penodJ
<> C +Z( t JC]. -t[Rnodeg (3.5)
j=1 j=1 period, j

:Zn“cj+ttﬁi ot —Rnodg]
=1

j=1 7 period, j

This shows that the maximum queuing population is:
max{QP(t), t =0} = > C, (3.6)
i=1

Recall that the frame at the end of the queuedasit for the transmission of all the remainingrfres in

the queue. With the maximum queuing populationytbest-case delayl ., , is calculated as:
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Todeiay = »,C; / Rnodg (D Of2,n)) (3.7)
=1

In order to show thaT,

sdelayi

is the tight worst-case bound without any ovenestion, according to
Equation 3.5, we calculate the queuing populatidinee 0, QP(0) :

period, j

QP(O):Wk(o,o)—o:i[H{T 0 ch —o:icj = max{QP(t), t = 0}. (3.8)

Equation 3.8 indicates:
max{QP(t), t = 0} = QP(0) = sudQP(t), t = 0}, (3.9)

which proves that the maximum queuing populatioasdoccur, and it occurs at time 0 (the beginning of
the first busy-period according to our assumptiofs)other words, the tight bound for the worstecas

n
delay is > C; / Rnode.

=

This concludes the proof. |

It is worth noting that the worst-case delay wil the same for all real-time channels originatirgrf the
same source node due to FCFS. That is:
T, =T

sdelayi sdelay,j

=Dnodeg if Source = Source =k, (3.10)
whereDnodg is the worst-case delay at source nkd&ccording to Theorem 3.1, we have:

Dnodg, = ZCj/Rnon . (3.11)

Source =k

By taking this into account, instead of calculatithg worst-case delay for each real-time chanhel, t
worst-case delay calculation for the source nodesbe improved by simply calculatifi@node for each
source node.

Recall the correspondence between the worst-cdag aded the maximum queuing populatidising
Theorem 3.1, we are now able to calculate the maximequired buffer size in the source node.

Corollary 3.1 Assume that FCFS queuing is used for a set ofti@al-channelg={z, 7, .., 7}

in the same source nodtelf the link utiIizationUNOdq =Z”: G <1005 then the maximum
j=1 Tperiod,j RnOdg -
required buffer size at source node Igig, = zcj .
Sourcg =k
Proof. See Equation 3.6 in Theorem 3.1. m

3.3 Case 2: Switch only receiving traffic from soitce nodes

In this section, we investigate the worst-caseydfelathe second hop, in the case where a switchqody
receives traffic from source nodes.

Recall that the real-time analysis of a switch ii§ecent from that of a source node due to thefitraf
shaping nature of the incoming physical link ane iftroduced jitter caused by the interferencetb&o
channels (as illustrated in Figure 3.2 and 3.3xddheless, the idea of worst-case delay analgssli to
first find the critical instant and then to caldelahe worst-case delay. This time we use Lemma 3.2
Theorem 3.2 and Algorithm 3.1.
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t time

Figure 3.5. Timing figures used in the proofs of Lexma 3.2.

It should be noted that the propagation delaysiaténcluded in the worst-case delay analysis faseC2
and Case 3. We will add them afterwards when wé/ae@nd-to-end worst-case delays in Chapter 4.

In contrast to the source node case, the worstdelag at the switch output port does not alwaysipat

the beginning of the first busy-period. The reaisotmat the burstiness of the incoming trafficimsited by

the incoming physical link, as illustrated in Figus.2. In Lemma 3.2, we will prove that the cumukat
traffic from source nod& to the second hop under the synchronous pattetratsource node is not less
than that under any other release pattern. Thefh@orem 3.2, we will prove that the critical ingtat the
second hop is still a consequence of the synchsmmaitern at the source nodes by looking at the
aggregated incoming traffic from all the sourceemd

Our proof idea of Lemma 3.2 is as follows. We azmlyre cumulative traffic volume from a source riode
the second hop during a certain time interval.Hosld be noted that the cumulative traffic volumehie
amount of traffic that has been delivered from arse node to the second hop during a certain time
interval, and it affects the workload at the secdwg. It is proven that the cumulative outgoingffica
volume under the synchronous pattern is not leas #ny other message release pattern by considering
two cases.

Lemma 3.2 Assume that FCFS queuing is used to schedule of setl-time channelgi={z: 1<i <ng}
originating from source node Also, assume that the outgoing link from the selcbop is busy at time
instantt andt’ is the end of the last link idle period befard <t” <t). Then, the volume of cumulative
traffic from source nodk to the second hop during,[t) under the synchronous pattern (the first messages
are released at timieat nodek) is not less than that under any other releagerpa0<t” <t).

Proof. Given any message release pattern, without loggenérality, assume that (1< i <ny) release
messages dt + Arj, (4ri > 0), as illustrated in Figure 3.5.

According to Definition 2.21, the cumulative workld for the incoming link from nodie during [, t),
W((t", 1), is derived as:

W, (t',t) = i{1+r—t'—_"riJ]ci. (3.12)

i=1 period,i

Let <s, p> represent the second hop, the output parttswitchs, and letTraffic(t", t) represent the volume
of cumulative traffic from source nodeto <s, p> during ', t). We will now observeTraffic(t’, t) by
considering two cases: These two cases are iltagtia Figure 3.5(a) and Figure 3.5 (b), respebtivEhe

fist one represents the case in which the link fkomidle at time instarit The second one represents the
case in which the link frorkis busy at time instait It should be noted that the incoming link fronded

to switchs may be idle at some time instants when the outgbink from <s, p> is busy duringtf, t),
because there can be traffic from other incomingsli Lettye represent the accumulated length of all the
link idle periods duringtl, t).

Case |. As illustrated in Figure 3.6 (a), in this case, liné& from nodek is idle at time instart Hence,
the amount of link capacity during [t) is not used 100%, that is,
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Figure 3.6. lllustration of workload and outgoing traffic from node k. (a) Case I. (b) Case II.

Traffic, (t',t) = Rnode (t —t'-t,.) < Rnodg (t —t') . (3.14)

Also, the link being idle at time instanindicates that the cumulative workload duritig) has
been delivered to the next hop, that is:

Traffic, (t',t) =W, (t',t). (3.15)

Case Il. As illustrated in Figure 3.6 (b), in this case, link from k is busy at time instart Note that the
link from nodek may have one or several idle periods durthg)l. Thus, we still have:

Traffic, (t',t) = Rnodg (t —t'-t,.) < Rnodeg(t —t'), (3.16)
And the remaining traffic at nodeindicates:
Traffic, (t',t) < W, (t',t). (3.17)
If we shift earlier the messages released &ftey all the real-time channelg={z: 1<i <ng} tot” keeping

their periodicity, the workload of the incomingHtinriginating from nodd after the shiftingWi(t’, t), will
not be decreased, that is:

W (t,t) 2 W, (t',1). (3.18)

Let Traffic(t’, t) represent the amount of cumulative traffic fromoree node to <s, p> during ', t) after
the shifting. Now, we will observEraffic(t’, t) and prove thatraffic'(t", t) > Traffig(t", t) holds for each
of the cases. Lefiy represent the cumulated length of all the link igeriods duringt[, t) after the
shifting.

The analysis of Case la), If the link is still idle at timé after the shifting, then the workload during [
t) has been consumed. ThatTisaffic'(t, t) = W'(t", t). According to Equation
3.14 and Equation 3.17, we hamaffic’(t', t) > Traffic(t’, t).
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b), Otherwise, if the link is busy at timeafter the shifting, there may still be
link idle time during[t’, t). Therefore, we have:

Traffic', (t',t) = Rnodg (t —t'-t' ) < Rnodeg (t —t') . (3.19)

According to Equation 3.17, the non-decreased weaukl after the shifting
indicates a non-increased length of idle time, ibat

Cidie < tigle - (3.20)
ConsequentlyTraffic'(t", t) > Traffic(t’, t) holds.

The analysis of Case 11a), If the link is idle at time after the shifting, then the workload during [)
has been consumed. ThatTsaffic’,(t", t) = W(t’, t). Consequently, according
to Equation 3.16 and Equation 3.17, we hakedfic’(t", t) > Traffig(t’, t).

b), Otherwise, if link is busy at timeafter the shifting, we can use the same
arguments as used in the sub-case b) of Case Indhalecreased workload
leads to a non-increased length of idle time. Hefiafic'(t", t) > Traffig(t’, t)

still holds.
The above analysis yields:
Traffic ' (t',t) = Traffic, (t',t). (3.21)
This concludes Lemma 3.2 O

The importance of Lemma 3.2 is summarized as fellow

» It gives a hint on how the critical instant at teecond hop can be found by studying the synchronous
pattern at the source node.

* The need for multiple cases and sub-cases in thef pndicates the difficulty of deriving a simple
analytical expression of the incoming traffic vokito the second hop, which leads to the difficolty
deriving the worst-case delay at the second hogréfbre, we consider developing an algorithm to
solve this problem.

* It also gives a hint on how to calculate the warase delay at the second hop efficiently. This lveill
discussed further later in this section.

With the knowledge of each incoming flow, we arevnable to study the aggregated traffic flow to the
switch/port and to find the critical instant (inddrem 3.2).

Our proof idea of Theorem 3.2 is as follows. Fiisg partition the channel set into subsets accgdm
their origins and calculate the cumulative trafficlume from each source node to the switch/pordorse

we calculate the queuing population, viewed asretfan of time, QP(t), which is the aggregated ficaf
from all the incoming links arriving before t, ending the amount of traffic being removed befofeecall

that, by finding the maximum queuing populationale® get the worst-case delay. Thus, as the #ieg,

we find the critical instant.

Theorem 3.2Assume that FCFS queuing is used to schedule af seal-time channelgi={z: 1<i <ny}
all of which traverse the same output portf the switchs. Then, the critical instant for any chanmeht
the output port is a direct consequence of thelsgmous pattern df at the source nodes.

Proof. Without loss of generality, assume that channel'sstn be decomposed into several subsets:

Nnode
r=\Jn..r ={z: Sourcg=k) , (3.22)

k=1

wherel includes the real-time channels originating fréra $ame source nolle
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Figure 3.7. Timing figures used in the proofs of Thorem 3.2.

Given any message release pattern, assume thaeadhkevalue of the queuing population in the queue f
port p in switchs occurs at time instart(t >0). Obviously,t is in a busy-period. Lét be the end of the
last link idle period before(0<t" <t).

Even if the message release pattern is not thehsynous pattern at the source nodésnust be the
message release time of at least one real-timenehaWithout loss of generality, assume thaieleases a
message at’, and each of the other channgl@< j <n) release messages tat + 4r;, (4r; > 0), as
illustrated in Figure 3.7.

Let <s, p> represent output popt at switchs and letTraffic(t’, t) represent the volume of cumulative
traffic from source nodk to <s, p> during [, t).

We know that the workload for the outgoing physitiak of <s, p> during {', t), Ws (1", t), is the
aggregated traffic from the incoming links, that is

, Nnode . ,
stp(t )= Traffic, (t',t) (3.23)

k=1

Hence, the queuing population (the amount of lhitgd temain to be transmitted frons, 9>) at
timet, QP (t) is:

QP,,(t) =W, (t',t)- (t —t")Rswj,. (3.24)

If we shift earlier the messages released #ftey all the other real-time channels{.., 7} to t' keeping
their periodicity, theraffic’(t", t), the amount of cumulative outgoing traffic fromwusce nodek to <s,
p> during [, t) after the shifting will not be decreasedcording to Lemma 3.2. That is,

Traffic,'(t',t) = Traffic, (t',t) (3.25)

Similarly, the workload for the outgoing physicall from <s, p> during [, t) after the shifting\W’s {t’, t),
is:

Nnode

w',, (t',t) = > Traffic, (t',t) (3.26)
k=1
Hence, according to Equation 3.24 and Equation, 3ve5have:
W (tt)=w_(t't). (3.27)
Consequently, the queuing population after thet, 3QP’s (t), will not be decreased, because:
QP (t)=w',, (t',t) -t —t')Rswi, =W, (t',t) - (t-t")Rswi, = QP,,(t). (3.28)

Since the outgoing link fromsgp> is not idle during the time interval [t) before the shift, there will be
no link idle time during the time interval [ t) after the shifting. If we now consider the messegjease
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pattern from timd’ on, we have obtained the synchronous patterneasdhirce nodes and the maximum
gueuing population (the worst case) at the switwth with no link idle period prior to it.

This concludes Theorem 3.2. O

Theorem 3.2 suggests studying the schedule of/ttol®nous pattern in the first busy-period. Theref
in our worst-case delay calculation algorithm, waeck the delay within the first busy-period under t
synchronous pattern.

Similar to the improvement suggested in Equatid®3we do not need to calculate the worst-caseydela
the second hop for each real-time channel, bedhedellowing equation holds:

T,,=T,, =Dport,, if <switch1,1, port ,1> = <switch,l, port, ,1> =(s,p), (3.29)

where Dport; ; is the worst-case delay for the frames througipwuportp in switch s. Therefore, the
worst-case delay analysis at the switch/port pair lose improved by simply calculatifi@ports , for each
port.

According to the observation in Figure 3.2, the stmase delay at the second hop does not always atc
the beginning of the first busy period. Howevermmea 3.2 shows the difficulty of finding a simple
analytical expression to calculate the maximum quepopulation and the worst-case delay. That means
that the calculation dDports , will differ from the calculation oDnodg in the sense that we must check
the queuing population at each time instant duttirgfirst busy period in order to find the maximuaiue.

The calculation oDports, is an utility function that checks the queuingaye(queuing population) at
different time instants, and it is presented ingkithm 3.1. The important issues addressed in Atlgor
3.1 are described below.

e First, according to Lemma 3.2, the examined intecaa be limited to the first busy-period, which
reduces the time and memory complexity of the algor. Without loss of generality, the start of the
busy-period is assumed to be at time instance O.

» Second, to calculateports, we check the amount of queued traffic (in bits}extain time instants.
However, making checks at bit-level resolution etgffrom high computational complexity. In our
analysis, checking the queuing population will gfere be event driven. To that end, the queuing
population will be checked only at such time intsamhen

1) a new period of any related logical real-timerufel starts.
2) the output queue from any source node becomps/em
Our rationale for this checking strategy is asdiai.

Recall that the queuing population is the aggrebateffic volume from all the incoming links
(Equation 3.22). Hence, the task of checking theuqg population corresponds to checking the
value of Traffic(t", t). We will now derive the guidelines of how to estte Traffic(t", t) by
considering the following two cases (illustratedFigure 3.8 (a), and Figure 3.8 (b), respectively).
The first one represents the case in which the fliokn k is idle at time instant The second one
represents the case in which the link friom busy at time instarmt

Case 1. As illustrated in Figure 3.8 (a), the link from reod is idle. Hence, the cumulative
workload during{, t) has been delivered to the next hop, that is:

Traffic, (t',t) =W, (t',t). (3.30)

As long ast remains in the same idle period, the valudGffic(t’, t) does not change.
Therefore, we only need to keep track of its valuthe beginning of this idle period, that
is, the time instant when the output queue at tliece node becomes empty.
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Algo_3 1s, p);
Input (s, p);
Output ( Dport,, BS )

1. Initialization.
Input (s, p, Nchs, Nnode, Nswi, Nppit.Nsw], Rnod§l..Nnod¢ Rsw[1..Nsw][1.. Nporfl..Nsw]]);
t=0; tstep=0; Q=0; Dport; ,=0; Pnode=zerofl..Nnod§
2. Find out the queuing populatid®, for <s,p> at time instant.
2.1 Keep track of the worst-case queuirigyd®port; ,
if (Q> Dportsp,) then Dports,=Q; end if
2.2 Find out how many bits on the way facteincoming physical link queued in each sourageno
for i = 1..Nchs
if (s, p)=(Switch ,,Port; ,) && mod (t, Tperioq,}==0

then Pnode[Sourcg = Pnode[Sourcg + C; ;
end if
end for
2.3 Send bits from each incoming link te tutput queue in the switch.
br i=1..Nports
if (Pnode]i] >0)
then Pnodefi]= Pnode[i] - Rnodgtstep;
Q = Q + Rnodstep;
end if
end for
2.4 Remove bits from the output buffer.
Q= Q- Rnodetstep
2.5 Find out next check time instant, eithertthree when the queue at an end node is empty dirtfeewhen a
new period of one logical real-time channel starts.

_ [ Nnodeppoqdi]  Nch
= | -

2.6 Increaseand resetstep
t =t + tstep; tstep =0;
3. Ifitis not the end of the firftusy-period check the queuing population at next time instant
if (t<BP{)) then repeatstep 2; end if
4. Return ( Dports ,=Dports ,/ Rswi,, BS , =Dports ).

Algorithm 3.1. Dports,p and BSs,p calculation algathm (FCFS queuing and <s, p> only receiving
real-time traffic from source nodes.

Case 2. As illustrated in Figure 3.8 (b), the link frokis busy at time instamt Note that link from
nodek may have one or several idle periods duringt). Lettiqe be accumulated length
of all link idle periods duringt], t). Thus, we have:

Traffic (t',t) = Rnode (t —t'—t,,.) , (3)31

As long ast remains in the same busy period, the valu@raffic(t, t) does not change
due to the unchanged valuetgf. Therefore, we only need to keep track of its eatithe
beginning of this busy period. Note that a busyqukis caused by a message release of at
least one real-time channel. Thus, we need tocelzaé the value ofraffic(t’, t) when

any related real-time channel starts a new period.

The above observations suggest us to check thengueapulation only at such time instants at which
a new period of any related logical real-time charstarts or at which the output queue from any
source node becomes empty. It should be notedhbajueuing population of an output queue in the
switch is either constant, monotonically increasargmonotonically decreasing between two such
adjacent time instants. This guarantees that wenatoexclude the peak values of the queuing
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Figure 3.8. lllustration of event-driven queuing pgulation checking. (a) Case I:[t',t) isin a busy-
period. (b) there is idle time during [t',t).

population. After checking all such critical timeipts during the first busy-period of the synchresio
release pattern, we consequently get the maximuweaiag population.

e Third, we simulate the transmission over the plaldioks in Algorithm 3.1 by keeping track of the
exact amount of incoming traffic at each time ingdr The simulator works as follows. After a given
time interval, we transfer a certain amount of biten each incoming physical link to the output gee
in the switch. Meanwhile, if the output queue ie gwitch is not empty, a certain amount of bits are
sent to the outgoing link.

To conclude, the output of Algorithm 3.1 is thehtigvorst-case delay because we do not miss the peak
value and we do not overestimate according to teeiq@us discussion.

3.4 Case 3. Switches receiving traffic from sourcemodes as well as other
switches

In this section, we will show how to calculate therst-case delay for a switch/port that can recéaatic
both from source nodes and other switches. Sirtoldéine analysis in Section 3.3, we first find thiical
instant and then calculate the maximum queuing ladipn and worst-case delay.

Recall that the difficulties in predicting aggreggijitter leads to a decreased accuracy in thécrabdels
after the second hop. Without an accurate trafficieh, there is no well-established way of computimg
tight worst-case delay. However, it is still possiblehtain a guaranteed worst-case delay after thensglec
hop, but at the price of some pessimism in thenegion.

Similar to the case of the second hop (Lemma 82)critical instant causing the worst-case detayhe
considered hop is the scenario in which the firessages of all the relevant channels (those tiagetise
considered switch/port) arrive at their previoup$at the same time. Hence, we can deal with thietwo
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Figure 3.9. Traffic injection and interference after the second hop.

case delay analysis in a similar way as we didHersecond hop: we first derive the worst-caseydiela
the first busy-period and then use a utility fuootto calculate the queuing population.

Unfortunately, another fact complicates the delaglysis after the second hop. Figure 3.9 illustrtes
issue regarding the delay as$, 9>. Here,z; andr, are the relevant channels, whtlgis an interfering
channelz; originates from node 1, traverses post, 9'>, port <5, p> and finally arrives at nhode 2 is
relevant because it also traverses peripx. 73 originates from node 1, traverses past, ¢ "> and finally
arrives at node 3. Althoughy does not traverse pors<p>, it does interfere with; at source node 1.
Therefore, even at the beginning of the busy pesfdatie outgoing link of port s p>, when the messages
of 7; andz, leave at their previous hops at the same timeyabtransmitted frames belonging#omight
remain in the output queue of the previous pa't g>, due to interference with frames gfat node 1
during the previous busy period.

This observation suggests that the delay analysigild also consider the remaining frames in the
intermediate switches. Specifically, in order tadfithe worst-case delay at such port, we also teédd

the upper-bound of the additional delay introdubgdsuch remaining frames in the previous port. &inc
we choose not to use traffic regulators, we capnadict for how long time the messages have rerddime
the buffer. This leads to the challenge of predicthe maximum volume of remaining frames. Fortugate
the problem can still be solved utilizing the assédyfor the previous hops. To that end, we concaive
idea of reducing the problem to easily solvablesas

Before we present our algorithm, we use the exastpbdevn in Figure 3.9 to explain our idea. For example
to analyze the delay at pors, >, we need to calculate the maximum populationth®fremaining frames
of each relevant channel at the previous hop ifptfegious hop is a switch/portgsp’> in this example).
We derive that the maximum populations of the reng frames at s, p’> equals toBS,, by
concerning the facts, a) the upper bound of théebyfopulation at ', p’> can be calculated by using
Algorithm 3.1; b) in the worst case, all these qdaframes traverses<p>.

By taking the above discussions into account, wergaw propose an iterative way to solve the problem
The iterative algorithm is described in Algorithn23To calculate the worst-case delay for chanaglits

jth switch/port,T;;, we begin with the calculation at the first swifmbrt, then proceed to the next hop by
taking the remaining frames into account, finalgpswhen having the delay for tlg switch/port. The
worst-case delay and buffer size calculation faheswitch/port is calculated by Algorithm 3.3, whiis

an extension of Algorithm 3.1, in the sense thatuse the similar idea of keeping track of the qogui
population during the first busy period but takthg remaining frames at the previous ports int@asct
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Algo_3_2(i, ))

Input (i, j)
Output ( Ti;)

1 for (k=1; k<=j; k++)
Call Algo_4_3 to calculate the worst-case delays at port <switch;, port;y >;
end for
2 s=switch;y. p=port;x
3 T= Dports,
4 return (T;)

Algorithm 3.2. Iterative method to calculate T;;, the worst-case delayfor 7; at its jth hop (j >1) .

The iterative idea behind Algorithm 3.2 implies essential demand on deadlock free routing, meaning
that the network ensures that the route for eagitab real-time channel is individually loop freedathat
the routes for all logical real-time channels dbinteract in a way that would create deadlocks.

Algorithm 3.3 is extension of Algorithm 3.1, in tisense that we use the similar idea of keepingd toac
the queuing population during the first busy perd taking the remaining frames at the previougspo
into account.

Note that as more hops are considered in the Algari more pessimism will be introduced by the
recursive approach. Therefore, we will evaluateaim®unt of pessimism by simulations. This is what w
do in Chapter 5.

Similar to the improvement suggested in Equati@®3we do not need to calculate the worst-caseydela
hop <5, p> for each real-time channel, because the followeiggation holds:

T, =T, =Dport,, if <switchyk, portiyk> :<switchyk, portj’k> =(s,p), (3.32)

where Dport; , is the worst-case delay for the frames througtpwuportp in switch s. Therefore, the
worst-case delay analysis,$> can be improved by simply calculatiBgort; , for each port.

3.5 Summary

In this chapter, we have presented the worst-cat®y canalysis for different types of isolated netwo
elements: a source node receiving real-time trdfbien applications, a switch only receiving reahd
traffic from source nodes and a switch receivingl-tene traffic from both source nodes and other
switches.

We have developed methods to obtain accurate wasst-delays and buffer bounds for the first tw@sas
For the third case, we have also developed a rigeusdgorithm to calculate the worst-case delay and
buffer bound, which might give pessimistic resultgting the fact that it is difficult to avoid
overestimation for that case. We are aware thaolh@ned worst-case delay may be not tight. Ireotd
access the quality of that, we must do simulattadys Our simulation results will be presented ima@ter

5.

With the worst-case delays at isolated network elgs) we are able to obtain the end-to-end worst-ca
delay and carry out real-time analysis for the wrmmmunication network in the subsequent chapters.
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Algo_3_3(s, p);
Input (s, p);
Output ( Dport,, BS )

1. Initialization.
Input (Nchs, Nnode, Nswi, Npptt. Nswj, Rnod§l.. Nnodg Rswjl.. Nswi, 1.. Nporfd.. Nswjls s, p);
t=0; tstep = 0; Q = 0; Dpogt,= 0; PNbuffer = zerofl.. Nnod§ PSbuffer = zerdd... swi, 1.. Npoftl.. Nswj]];
2 Add the former remaining bits in each previous switch.
fori=1..Nchs
if ({s,p}is the kth element of Route;) && (k>1)
then
Call Algo_4_3 to calculate the worst-case delays at port <switch; y.1, POrt; .1 >;

PSbuffe[Swnchk 1, Port 1J = BqSWI'[Chk 1, Port; 1],

end if
end for
3. Calculate the queuing population, Q, for <s, p> at time t.
2.1 Keep track of the worst-case queuing delay, Dport; , at output port p in the switch s.
if (Q> Dportp) then Dport = Q end if
3.2 Find out the amount of bits on the way queued for each incoming link.
fori=1..Nchs
if ({s,p is thekth element ofRoutg) && mod(t, Tyerioa)==0 then
if k==
then PNbuffer[Sourcg = PNbuffer[Sourcg + C; ;
else  PShuffefSwitch, ,,Port,, ,|= PShuffefSwitch, _,,Port,, ,|+C;

end if
end if
end for
3.3 Transfer bits from the previous port to the considered port.
for i =1..Nnode
if (PNbuffer[i] >0) then
PNbuffefi] = PNbuffer[i] — Rnodetstep;
Q = Q + Rnogistep ;
end if
end for
for | =1..Nswi
for j =1..Npor
if (PSbuffefi,j] >0) && (i!=s) || (j'=p) then
PSbuffefi,j] = PSbufferi,j] - Rswij; tstep;
Q =Q + Rsyvistep ;
end if
end for
end for
3.4 Remove bits from the output buffer.

@& Q - Rswiptstep
3.5 Find out next check time instant, either the time when one incoming link is empty or the time when a
new period of one logical real-time channel starts.

. N”°dePNbuffef|] Nt et psbuffefi, j] N j
tstep=min T BDeur U T eriod,i _mOd ,T eriod,i /]~ O ;
] U g 16 0, ., Rt U -t T -0

3.6 Increase t and reset tstep.
t = t+tstep; tstep=0;
4. If it is not the end of the first busy-period, check the queuing delay at next check time instant.
if (t<BP(@)) then repeatstep 3; end if
5. Return ( Dport; ;= Dport; 5/ Rswi, Bs =Dports ).

Algorithm 3.3. Dports, and BS;, calculation algorithm for FCFS queuing at the swith port
communicating with source nodes and other switches.
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Chapter 4 Real-time Analysis for Switched Ethernet
Networks

Based on our worst-case delay estimation for isdlaetwork elements in Chapter 3, we will now ps®o
deterministic approaches towards end-to-end defmslysis of real-time traffic under two switched
Ethernet network configurations: standard switcltdernet with FCFS in all elements and switched
Ethernet with source node EDF. Our analysis is kd@es for networks with multiple switches, whichnca
of course be used for single-switch networks.

Recall that if only schedule the traffic according=CFS without any further analysis, we can ombvjze
best-effort service. In this section, we will ube results achieved in Chapter 3 to find the sdaddity
condition to guarantee that all channels meet thesdlines.

In accordance with the definitions and discussiorChapter 2, the time constraints are guaranteed by
addition of real-time channels. The test is divid®d two steps: checking the utilization consttaind the
delay constraint.

First we must check the utilization constraintisltobvious that the utilization for the physicailifrom
any source nodeto the switchUNodg, must be less than or equal to the maximum valo@%o:
UNodg = Y S o0, (4.1)
i:Source=k Tperiod,i Rnodq;

Likewise, and for the physical link from any switpbrt pair <s, p >, Uswi, must be less than or equal to
the maximum value, 100%:

. C
Uswig p= > — L <100%. (4.2)
' (s, p)JRoute Tperiod,i RSWE,p

The utilization check is not enough. Furthermore,veed to verify whether or not the worst-case tend-
end delay of each channel does not exceed itsideathiat is,

T, <T,.. (4.3)

e2edelayi

The end-to-end worst case delay is illustratediguffe 4.1, which includes worst-case delay at daah
and propagation delays on the traversed physited.li

Taking the delays from Theorem 3.1 and Algorith2 Sve have
0\
TeZedeIayi :Tsdelayi + ZlTi,j + (er +1)Tprop +Tnode+ Nri |:rswitch’ (44)
]:
whereTgiich and Thoge are the worst case process latency for an Ethénamee at the top of the hard real-
time queue to leave the source node and to leavawiitch, respectively, since we cannot interringt t

transmission of frames that have been stored i@z (Network Interface Card) or the transmissidn o
frames on a physical link. We assume (the consamtowever, easily be changed in the equation):

7T czcaciay.i

-

7T saciay,i 7 T prop T switchr
e e e e

|t

Figure 4.1. Timing diagram of the worst-case end-tend delay over standard switched Ethernet
only utilizing FCFS.
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Tnode: 2Tframe (45)
Tswitch = Tframe- (46)

where Tiame IS the transmission duration of a maximum-sizeceEtat frame (1526 bits) over the Ethernet
medium, which is 121is for Fast Ethernet and 12 for Gigabit Ethernet. The operating system delay is
not treated in this paper, but can also be addedcasstant in the worst-case delay calculatiorigSkt al.
2002] [Bello and Mirabella, 2004].

If the above utilization constraint is met for #ile physical linksand the delay constraint is met for all the
logical real-time channels, we accept the real-m@nnels and guarantee that the real-time chanmess
their deadlines.

In the previous sections, we have developed schbility conditions under two different switched
Ethernet network configurations. The schedulabtktst is done by the admission controller, which ba
implemented in an end node or the switch. Furthespmur analysis provides the flexibility of rungithe
admission control either offline or online.

In Chapter 3, we have discussed that the delaysindbr Case 3 is not accurate. Hence, it is al/ibat
the extended end-to-end analysis for networks wmaitltiple switches is not accurate.

However, in Chapter 3, we have proved that ourydalzalysis at the source node and at the switch in
single-switch network is accurate. Furthermorextended end-to-end analysis for single-switch ngiw

is still accurate? The answer to this question as Bven though the worst-case delay is accurately
estimated locally, but the global aggregation caadlto pessimism. The accuracy of our end-to-end
analysis relies on the co-appearance of the was#-Gcenario at the source node and the switch port
Unfortunately, the channel sets at a source nodeatia switch port are usually not the same onea At
source node, we analyze the channels originatmmg this node but may traversing different switcht@o
while at the switch, we consider the channels magir@ting from different source nodes but travegsi
the same port in the switch. Obviously, the woestecscenario at the source node and that at thehswi
may not co-appear. Therefore, the end-to-end aisdfysot accurate.

In Chapter 5, we will use simulation analysis anthparison analysis to verify our feasibility anadys

29



Chapter 5 Performance Evaluation

In this section, we will evaluate our real-time lgse by simulation and comparison study, concegnire
previous discussions on the fact that our estimatdio end-to-end worst-case delay may not be tigfat.
will do two types of study. The first one is a siation evaluation of our analysis, while the second is
to compare with NC both conceptually and experimint

5.1 Simulation Evaluation on our analysis

In order to evaluate the performance of our apgrescwe conducted several sets of simulationshdn t
first set of simulations, we evaluate the perforosaf the admission control algorithm for differéwatffic
loads and network characteristics. Packet levellsitions are conducted in the second set of simuist
for observation of, e.g., the average end-to-emttqiadelay.

Experimental Setup
In this section, we present our simulation setup.

We have simulated a network with a single full-dixpEthernet switch and a number of end nodes. The
Fast Ethernet switch with the same bit rate orpaits, 100 Mbits/s, is chosen in most of the follogv
simulations except one simulation shown in Figuidd.

We have developed a simulator including three ramation blocks: traffic generation, admission goht
and packet transmission. The first step is thdi¢crgeneration. In each simulation, the real-tinharmnels
are randomly generated with uniformly distributedice and destination nodes. Then the logicaltie-
channels are checked one by one by the admissidrotier as to whether or not they have been aeckpt
The periodic hard real-time traffic intensity iscirased by increasing the number of logical channel
traversing the system. The last step is to deliverpackets following the defined traffic handlipglicy,

the priority FCFS-queuing.

To evaluate our real-time analysis, we have comdltibth channel level simulations and packet level
simulations. In the channel level simulations, otilg first two steps, traffic generation and adioiss
control, are executed, while in the packet-leveludations, all three steps are executed.

Such simulations are run 100 times to get the a@eem@erformance at different traffic and network
characteristics.

Certain assumptions were made:

» Hard real-time traffic is periodic, and the packats generated at the beginning of the period.
» All buffers are large enough. Therefore no pactiss loccurs because of buffer overflow.

» The link propagation delay is set to 500 ns, cgwasding to a 100 meter link.

Network Utilization

The aim of the first set of simulations is to olsethe performance of our feasibility analysis. Hus
purpose, it is important to see how many real-tohannels that can be accepted in the system, timeler
condition of guaranteeing the worst-case delaysalloreal-time channels. More accepted channelsmea
lower worst-case delays in the estimation madehleyadmission controller. Therefore, we measure the
network utilization UNet,which is defined as below.
Definition 5.1 The network utilization UNet for the set of all the accepted real-time chasnel
I 2{71,12,...rn} in the network is the average fraction of timettlwme link is busy, that is,
Nnode NswiNport
2Vt 22U,
UNet= = ==
Nnode+ >’ Nport,

s=1
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Figure 5.1: Network utilization vs total number of requested real-time channels. (a) Different deadles.
(b) Short messages. (c) Asymmetric traffic distribtion (1 master node, 31 slave nodes).

Figure 5.1 shows the relation between the netwdlization and the total number of requested reakt
channels.
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How end-to-end deadlines affect utilization is préged in Figure 5.1(a). The number of nodes isi& T
period is set to 5 ms for all the logical real-tinfennels, the capacities are randomly generabed 1192
bits to 8000 bytes, and the deadlines are randsegicted from a certain set. We observe differesilts
when the worst-case delays set is changed amongatiesA={x | 1 ms< x < 5 ms}, B={3 ms}, C={5
ms} andD={10 ms}. In other words, sef8, C andD have the same deadlines for all channels. Note tha
the lowest utilization is obtained when all the @aend deadlines are chosen fromAetvhich includes
very short end-to-end deadlines, and the highd#tation occurs when end-to-end deadlines are emos
from setD, which includes long end-to-end deadlines. Thesaras that a longer end-to-end deadline
makes it easier to meet the constraint and thusehigtilization can be achieved, which has alrdaekyn
proven by the scheduling theory. Figure 5.1(a) edéseals that our system can reach rather higizatiin,
for example, it reaches 90% when the worst-casgydeltwice the length of the period.

In many real-time systems, for example, automatimustry, a major fraction of the traffic consists
short messages [Weber et al. 1999]. Therefore we barried out a simulation study for real-time rtho
message traffic, shown in Figure 5.1(b). There3&aodes in the network. The period is set to Tanall
the logical real-time channels, the end-to-end liieeslare randomly generated from 1 ms to 2 mstlaad
capacities are randomly selected from a certainVetobserve different results when the capacitysse
changed among the valu@s{x | Thina < X < Thmax¢ iNcluding variable-sized frameB={Tming Tmaxd
including 50% very short messages, & Tnaxd, Which only has fix-sized frames. Figure 5.1(lgxifies
that resources can be efficiently used in manyasitas with our feasibility analysis, e.g. in these where
there is a large amount of short messages in gteray

Considering the fact that one of the key requirasém the fieldbus domain is to transfer data fram
master node to a number of slave nodes, we havwdaad a network with asymmetric traffic distrilanj
shown in Figure 5.1(c). The system has one maside that periodically distributes hard real-timeffic
to the other 31 slave nodes. The period is sets %or all the real-time channels, capacities anglomly
generated from 1492 bits to 8000 bits, and theterehd deadlines are randomly generated betwees 1 m
to 10 ms. It can clearly be seen that, when thifidris unevenly distributed in the system (slavades
only send packets to the master node), a dramatiormance gain is achieved by the different bi¢-ra
network where the master node is connected towlitelsvia a link with a bit rate of 1 Gbits/s andch
slave node is connected to the switch via a 10Qd¥blink. The network with the same bit rate drpalts
(100 Mbits/s) instead experiences the link betwibenmaster node and the switch as a bottlenedanit
thus be concluded that resources are more efféctivéized by using a switch with different bittess than
by using a homogeneous bit-rate switch for thistereslave traffic pattern. As mentioned, our fedityb
analysis supports such configurations.

Throughput measured by packet-level simulation

In addition to network utilization, throughput hadseen used as the performance measure for
communication systems.

Definition 5.2 Throughput TP (Mbits/s), is the amount of traffic transmitted piene unit in the network.

We conducted packet-level simulations to measugetiihtoughput. In our simulation, the HRT traffic is
generated and checked in the same way as in th@psesimulations. Meanwhile, we keep the periodic
SRT traffic intensity at a constant rate of 100¢4hé HRT queue is empty, the bandwidth can be ted
carry SRT traffic. Such a simulation set-up is efitee to observe how different traffic classes etffeach
other and to show the maximum possible throughpubdéth HRT and SRT.

Figure 5.2 provides us with the information of hthe HRT traffic intensity affects the throughpuhere
are 8 nodes in the network.

Figure 5.2(a) shows the results when every logieal-time channel has a period of 10 ms, a capatity
14920 bits and a end-to-end deadline of 10 manthe seen that an increasing HRT traffic loaddd¢adch
steady increase in HRT throughput, while the SRiffitr experiences a steady decrease due to its low
priority. The total throughput reaches up to a gadfiabout 100 Mbits/s.
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Figure 5.2. Throughput vs total number of acceptedhard real-time channels. (a) Same parameters
for all real-time channels. (b) Different parametes are selected for real-time channels.

Figure 5.2(b) illustrates the results when havirgifit with different traffic parameters. The petids
randomly chosen from the set {3 ms, 6 ms and 9 i3, capacity is 14920 bits, while all end-to-end
deadlines are set to 15 ms. The trends of the swangsimilar to the curves in Figure 5.2(a), bbéese the
maximum possible HRT traffic load is higher, be@tise parameters of the real-time channels make it
possible to accept more HRT traffic.

End-to-end Delay

In the admission algorithm, in order to achievedbaranteed real-time services, we predict the tvoarse
end-to-end packet delay. However, it is also irgiing to see the average performance. For exampiat,

is the average packet delay? How much is the diffeg between the average delay and the worst-case
delay? Is our delay prediction pessimistic or riatthis section, we conduct simulations to answesé
guestions.

The end-to-end delay is defined as the time froemrttoment a packet is ready to be transmitted to the
moment the packet has successfully arrived at #dsdirchtion, which includes the transmission delay,
gueuing delay and link propagation delay.

Definition 5.3 The predicted worst-case end-to-end packet deRWPD (in s), for the set of all the
accepted real-time channe!§={rl,rz,...rn} in the network is the longest end-to-end packdayde

predicated in the real-time analysis, thaP8/PD= max(Tsgeiay,)-

Definition 5.4 The average end-to-end packet del&PD (in s), for the set of all the accepted real-time
channels!” :{Tllfz,---fn} in the network is the average end-to-end pack&tydebtained by running

packet-level simulation for some time, obtaining #nd-to-end delay for each packet and then céiegla
the average .

Definition 5.5 The experienced longest end-to-end packet delyPD (in s), for the set of all the
accepted real-time channels :{rl,rz,...rn} in the network is the longest end-to-end packdayde

obtained by the packet level simulation.

The different end-to-end delays are plotted in Fégu5.3. The results reported in Figure 5.3(a)ewer
conducted with every logical real-time channel hgva period of 6 ms, a capacity 14920 bits andnah e
to-end deadline of 6 ms. Figure 5.3(b) considefferdint parameters for real-time channels. Theogeis
randomly chosen from the set {3 ms, 6 ms and 9 1thegd,capacity is 14920 bits and all the worst-case
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Figure 5.3. End-to-end packet delay vs hard real-time traffic load. (a) Same parameters for
all real-time channels. (b) Different parameters are selected for real-time channels.

delays are 15 ms. Both graphs verify our feasjbditalysis. The value of PWPD is always higher ten
values of APD and EWPD, as we expected. The reiashiat the worst-case does not happen all the time
although it must be considered in the admissiortrobn

5.2 Comparision

This section aims a comparison study of our methidial another switched Ethernet solution based on NC
[Loeser and Haertig, 2004A] [Loeser and Haertig)Z®)]. The motivation for making the comparison is
that the two approaches are based on the same rkeainchitecture (star topology) and similar traffic
handling (FCFS queuing) but use different traffioduls (periodic or so called, @)-model) and different
analytical schemes (schedulability analysis and té@galculate the worst-case end-to-end delayswiWe
first present the model transformation from theiquéc traffic model used in our analysis into thedeal
used in NC, and then present the conceptual aneriexgntal comparison.

Model transformation

The traffic model used in NC analytical schemeaited ¢, b)-model [Cruz 1991 A] [Cruz 1991 B], which
satisfies certain regularity constraints and israef as shown below.

Definition 5.6 The arrival curve from nodek, o has the form of r( b)-model if
for0t = 0,a, (t) < t+b. (r, 20,b, = 0), wherer, determines an upper-bound to the long term
average rate of traffic flow ar} expresses the maximum burstiness of the traffic.

However, the 1, b)-model can not be used directly for periodic iaffn order to compare, we need to
transform our periodic model into the T-SPECs mod@ake model transformation is presented and proved
in Theorem 5.1.

Our proof idea of Theorem 5.1 is as follows. Fikgt will deriver, andb, according to their definitions,
then we will prove that the traffic flow satisfigee {, b)-model.

Theorem 5.1 Given a set of periodic real-time channBi{z;, 7, .., 7} transmitting on the physical link
from source nodé& to a switch/port. Than the traffic flow from soaroodek to the switch/port satisfies
the f, b)-model and the parameters of the corresponding, ([©)-model are:

rk:ZT ZC

period,i
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Proof. According to the definitior, the long term average rate, can be calculated as:

n C
ro = ZT ! (5.1)

i=1 ' period,i

Obviously, the maximum burstiness of the releasaffi¢ by channet; is C;, according to the definition of
n

periodic real-time channel. Therefore, the aggedfiow has the maximum burstine§ C, , thatis,
i=1

b =>.C, (5.2)
i=1

It is known that the cumulative incoming traffioifn source nodé to the port,a, (t) is less than the
cumulative workload of” during time interval [0f), that is,

a(t)< iﬂTp:M J + 1}0i . (5.3)

i=1

Consequently, we have:

a (t)< Z{T t Jci +Zn:(:i siTC‘ t+zn“(:i :rkt+i(:i =rt+h, . (5.4)
1 1 i=1

i=1 period,i i= i=1 ' period,i i=

Equation 4.4 shows that the cumulative incomingfitrérom source nodé to the port satisfies the, (b)-
model.

This concludes the proof of Theorem 5.1. O

With Theorem 5.1, the traffic released by a givenigulic channel set can be transformed into thé){
model that is used in NC.

Conceptual comparison

In this section, we will compare our real-time aséd with another related work [Loeser and Haertig,
2004A] [Loeser and Haertig, 2004B]. For readersivamience, we use the notations defined in Chapter
to explain their analysis. In that work, they usetwbrk Calculus introduced by [Boudec and Thiran,
2001] to derive maximum queuing length and maxingueuing delay for switched Ethernet.

In that analysis, the delay and buffer bounds afwdtch/port depend on the traffic arriving at the
switch/port, thearrival curve o and the availability of the switch/port to sendttdata, described by the
service curve.

The arrival curvex is the sum of the arrival curves of the traffiorfr each source nodteoy . All o has the
form satisfying

a, (t) =min(Rnodet + T, ,r,t +b.) . (5.5)

The traffic flow arriving at a switch/port is de#ad by itsarrival curvea, which is the sum of the arrival
curves of the traffic from at the receive parts with k denoting the traffic source.

The service curve of an Ethernet switch/patp= is described by the following rate-latency fuoati
RSWL, p(t - tswitch) (t 2 tswitch);

O (t < tswitch) ’ (5.6)

/>’(t)={
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wheretgyien IS the switch-specific parameter describing th&imam delay (without queuing effects) after
which the switch starts to transmit a frame ondg lieceived.

According to Boudec’s result [Boudec and ThiranQP0Dports , the worst-case delay of a frame for the
output portp at the switcls is

Nnode bk N rk
Dport,, = ), ——— = 0= 2, =) + Lyiren, 5.7
P kZ; Rswi , kZ; Rswi , teh ®.7)
andgmaxIs:
Nnode - Te
O max :maX( h( f ) . (5.8)

k=1 "Rswi , — I,

Moreover, the maximum buffer size, or the amountnefnory needed to store the queued frames, for the
considered output port, is given by

N N
BS, , = Rswj, ,Dport, ,= kZbK ~ Upax (RSWE , = erk) + RSWL ptoicn. (5.9)
=1 =1

Our theoretical proofs presented in Chapter 4 stwvtightness of our worst-case delay analysis for
network components in single-switch network, white maximum delay and buffer size derived by
Equation 5.7 and 5.9 may not be tight, as stat¢ddaser and Haertig, 2004A]. The reasons are disell

as follows.

First, we consider the fact that the output traffican FCFS queue is in general less bursty thamnibut
traffic, because the outgoing flow is shaped by gigsical link [Boudec and Thiran, 2001]. This
observation is crucial to avoid over-estimatiorttaf worst-case delay at the switch ports and we tid
advantage in our anlysis by concerning this factcdntrast, NC analysis involves inefficiency inding
performance bounds by iteratively applying outpuisb bounds hop-by hop.

Moreover, in our proofs in Chapter 3, we know tlagt(t) <min(Rt+T,r,t+b,) holds for a

synchronous periodic real-time channel set, bectesencoming link to a switch/port may not alwdyes
busy. However, to transform the periodic modelht® ¢, b)-model, we will lose some information of the

traffic model. Specifically, the traffic assumptidn NC, a, (t) =min(Rt+T,,r,t+b.) brings

pessimism for analyzing a synchronous periodic shbhset. Consequently, the maximum delay and buffer
size derived by Equation 5.7 and 5.9 may not bbt.tih contrast, we are able to use an algorithm
(Algorithm 3.1) to keep track of the exact amouhinaoming traffic volume to a switch/port, withoaty
overestimation in our analysis.

Simulation comparison

Although the conceptual comparison shows that thistacase delay for the components in a singleeswit
network derived by our analysis is tight, we areagenof the fact that neither our end-to-end woastec
delay estimation or the NC estimation is alwaysttigrherefore, we have conducted simulations to
compare our analysis with NC for Ethernet with &rgwitch.

To compare two real-time analysis schemes, it [ntant to see the allowed amount of HRT traffithe
network, under the condition of guaranteeing theastvoase delays for all real-time channels. More
allowed real-time traffic means less overestimationthe worst-case delay analysis. Hence, in our
experimental comparison, we observe the relatidwdxn the utilization of the physical channels #rel
total number of requested real-time channels]astiated in Figure 5.4. There are 8 nodes in dtevork.

In Figure 5.4(a), the period is set torls and the capacity is set to 2000 bits for allltigécal real-time
channels, while the end-to-end deadlines are ralydgemerated between 1 ms and 10 ms. It can be
observed that the utilization steadily increasesmtine traffic load is increased. Later, it kedps same
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value because it is difficult to accept a new lagreal-time channel under the high workload inghstem.
Note that a higher utilization (about 30% highexh de gained with our solution.

If we increase the capacities for all the logiaglstime channels to 8000 bytes, we obtain theltsesu
shown in Figure 5.4(b). Note that a quite highdlization (more than 100% higher) can be gainechwit

our solution.
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In the first two simulations, all channels have slaene capacity. For the third simulation set-upashmn
Figure 5.4(c), the capacities are randomly selebtrdieen 1492 bytes (one full-sized Ethernet fraamel)
8000 bytes. Figure 6(c) shows, under this traféoeration, that our feasibility analysis still gaimigher
utilization (70% higher) than NC-based analysis.

It can be observed from Figure 5.4 that our anslgshieves higher utilization than the NC analysis
many cases, although our analysis and the NC asalyes effective in the sense of guaranteeingriaféa
meeting their deadlines. It is seen that the latigercapacities are chosen, the higher utilizagogained
by our analysis. The reason for this is, i.e.,ttaffic smoothing transmission characteristicsamesidered
in our analysis, thus allowing a less pessimisélaygl In contrast, in the Network Calculus analytie
large capacities mean large burst values and largst values lead to longer worst-case delays.

The following conclusions can be drawn from the\absimulations and comparison studies. i) Our
analysis is effective. ii) Our analysis gives tiggh¢stimation than NC in majority of the cases.

5.3 Conclusion

In this report, we contribute with the real-timeabsis for periodic hard real-time traffic in swhited
Ethernet networks only utilizing FCFS-queuing. Tdoerectness of our analysis is given by strict fsoo
For components in single-switch networks, we detive tight worst-case delay, which has not been
achieved by the other related works. Although thé-t-end analysis for single-switch network may no
be tight, our simulation and comparison study slio&at our analysis is less pessimistic than NC @ th
majority of the cases. For networks with multipleitshes, we have developed an iterative algoritbm t
calculate the worst-case delay and buffer boundghwmight give pessimistic results. Moreover, cealf
time analysis is flexible and practicable, sinceupports networks with multiple switches, variasiteed
frames, and switches with different bit-rate ports.

One of our future works is to evaluate our analf@isietworks with multiple switches by simulatistudy.
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